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Short-term Prediction of a Test Score Using the BP Method 
with Takens’ Embedding Theorem in a Neural Network

ターケンスの埋め込み定理を組み込んだニューラルネットワークの 
BP法を用いたテストスコアの短期予測

Abstract：At the fifty-first national conference of the Japan Association for Language Education 
and Technology (LET), we reported the possibility of using a neural network to make short-term 
predictions of language test scores if they are in a chaotic time-series. At that time, one possible area 
for further development was increasing the accuracy of the prediction. In our presentation, we will 
discuss the utility of improving accuracy by applying Takens’ theorem to the short-term chaotic 
time-series prediction using the well-known Backpropagation Method.
Keywords：�Neural Network, Short-term Prediction, Takens’ Embedding Theorem, Test Score, 

e-Learning

１．Introduction

　The Central Council for Education Board called 
for maintenance and improvement of the quality of 
education, emphasizing the idea of learning outcomes 
in their 2008 proposal, Towards the building of 
undergraduate education. Learning outcomes are 
statements that describe what learners are expected 
to know, understand, practice, and perform upon 
completion of study. When considering them in 
the context of language education, without a sound 
method of predicting results of language test scores 
in the short term, learning outcomes as a result of 
year-long education cannot be guaranteed. Therefore, 
in order to establish a guideline for the long-term 
goals of education, we examined whether it is possible 
to predict language test scores by a two-dimensional, 

chaotic time-series short term prediction method. 
The results were presented at the fifty-first national 
convention of Language Education and Technology 
held in 2011. Also, these results were published in 
Short-term chaotic time-series prediction of language 
test scores adopting the backpropagation algorithm

（Kido et al, 2016）[1]. Nevertheless, there was a 
problem found in the study: refinement of prediction 
accuracy.
　To address this issue, the backpropagation (BP) 
method was adopted to examine its effectiveness in 
predicting the scores of the sixth test based on the 
scores of the previous five tests.
　In the current study, to further improve the 
accuracy of prediction, Taken’s embedding theorem 
was incorporated, which was suggested in Study 
on chaotic time-series short prediction: Is it possible 
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to predict typhoon movements? (Kido, 2002) [2] and 
Short-term prediction of a test score using the BP 
method with Takens’ embedding theorem in a 
neural network (Kido, 1999) [3]. The method, results, 
effectiveness, and necessity will be discussed from a 
pedagogical point of view.

２．Literature review

　In recent years, progress in language testing 
research has been remarkable, and statistical analysis 
is now a norm in the field. Many of the studies 
focus on test validity or the interpretation of the 
data (Shimizu, 2005 [5]; Shimizu et al., 2003 [4]). Few 
of them explore test score prediction. Meanwhile, 
outside the field of testing, short-term, chaotic time-
series method using a neural network has been 
examined in various studies. For example, Ogasawara 
et al. (2009) [6] used it in bio-information research, 
Sakai et al. (2009) [7] for predicting the variation of 
stock prices. In addition, the authors of the current 
study described the method in the study on the 
prediction of typhoon movements (Kido, 2002) [2]. 
　The purpose of this article is to develop a method 
for predicting language test scores.

３．�Conventional prediction methods and the newly 

adopted method

　Gram-Schmidt orthogonalization and tessellation 
are a few of the examples of short-term prediction 
methods. Many short-term prediction methods 
often fail to predict due to how the parameters are 
decided, or calculation time drastically increases 
if there are too many dimensions. In the field of 
linguistics, for instance, Watanabe (1983) attempted 
to predict test scores using regression analysis; 
however, the participants’ test scores were treated 
as a batch of data. In other words, a method to 
predict an individual learner’s test score has not yet 
been established. Furthermore, another difficulty 
with prediction is that a large amount of data which 
contains a number of variables is required. 
　Another method of prediction is to utilize the 
characteristics of time-series data. Namely, a 

deterministic prediction method which only uses past 
time-series data for analysis (Sugihara et al., 1990) [11].  
In this paper, a neural network was adopted for two 
reasons in particular. First, it causes fewer problems 
and secondly, it is commonly used in predictive 
studies.

３．１　�Three-layer hierarchical neural network and 

its validity

　In this section, we describe the structure of the 
neural network used in the current study. We 
also explain reasons for using a three-layer neural 
network and its validity. In Figure 1, i indicates an 
input value for the input layer; h indicates an output 
value for the hidden layer (= an input value for the 
output layer); o indicates an output value for the 
output layer; w indicates a combined load between 
the input and hidden layers; v indicates a combined 
load between the hidden and the output layers.

Figure １．A Three-Layer Neural Network

　This neural network contains three nodes in the 
input and the hidden layers respectively and one 
node in the output layer: a three-layer hierarchical 
neural network. The input and the output values for 
each layer are as follows:
(Input value for the input layer)

�⋯⋯⋯   (1)
(Output value for the hidden layer)

�
⋯⋯⋯  (2)

(Output value for the output layer)

2626



�
⋯⋯⋯  (3)

　The function f indicates the sigmoid function, and 
when it is one-dimensional, it is defined by Formula 4.
(Sigmoid function)

�
⋯⋯⋯  (4)

(Error function)
Moreover, the error function for training is shown as 
Formula 5, and t indicates a teacher.

� ⋯⋯⋯  (5)

　Since its establishment, the hierarchical neural 
network has been applied in a variety of fields. 
One well-known difficulty related to this system, is 
deciding the number of nodes in the hidden layer. 
If there are not enough number of nodes in the 
hidden layer, training does not end; whereas, if there 
are too many, training speed and versatility might 
diminish. Nevertheless, it is difficult to decide the 
optimal number of nodes at the initial stage. Thus, in 
the current study, the optimal number of nodes was 
determined based on the method employed in Ataka 
et al. (2005) [12]. Utilizing this method, we identified 
that the optimal number of hidden layers in this 
study was three.

３．２　�The short-term prediction method using the 

BP method for a neural network

　BP method is one of the training methods for 
the hierarchical neural network. In this method, 
a perceptron, an architecture of a neural network 
connecting the input and the hidden layers as well 
as the hidden and output layers, is extended. By 
providing the output layer with a correct answer 
as a teacher, an error between the teacher and 
the output value is obtained to modify the weight. 
Since this process proceeds backwards, it is called 
the backpropagation method. In addition, a steepest 
descend method is used as a training algorithm. 
The following is an example of the application of the 
method.

　We will predict  to in a set of time-series 
data defined as . Firstly, we train 
the neural network indicated in Figure 1 with the 
following pattern of data (See Figure 2).

Figure ２．Learning Process

　After all the patterns are learned, the combined 
load is recorded. Then as a predictive process, the 
same neural network calculates once with the input 
values and the recorded combined load. 
The obtained result is defined as the predictive value 

 (See Figure 3).
　This is the short-term prediction method using the 
BP method for a neural network.

Figure 3．Predicting Process

３．３　�The short-term prediction method using the 

BP method incorporating Taken’s embedding 

theorem

　Firstly, Taken’s embedding theorem is applied 
to the original time-series data and plugged in into 
the three-dimensional state space reconstruction. 
Then the neural network (See Figure 1) learns the 
following pattern (in the case where the number of 
input nodes is three) (See Figure 4)

Figure ４．Learning Process

　After all the patterns are learned, the combined 
load is recorded. Then as a predictive process, the 
same neural network calculates once with the input 

2727



values  and the 
recorded combined load. The obtained result is 
defined as the predictive value  (See Figure 5).

Figure ５．Predicting Process

　This is the short-term prediction method using 
the BP method incorporating Taken’s embedding 
theorem.

３．４　�Criteria for confirming the chaotic time-series 

data

　The premise for the current study is that the 
original time-series data exhibits chaotic behaviors. 
There are various criteria to determine whether 
or not the original time-series data exhibits chaotic 
behavior. Among them, some of the most common 

criteria are the largest Lyapunov exponent and the 
correlation function, and these criteria were used in 
this study.

４．�Application of the method to the pedagogical 

data and the results of simulation

　In this section, we will describe the real data to 
which the aforementioned methods were applied. 
The set of data used in this study was the scores 
of six English listening tests (100 points maximum) 
collected from 28 students registered in a one-
year course in 2006 (See Table 1). Firstly, the data 
was examined with the following formula to judge 
whether it demonstrates chaotic behaviors.

４．１　�The calculation result of largest Lyapunov 

exponent

　Table 2 shows that all the largest Lyapunov 

Table １．English Listening Test Scores
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exponents except that of Student 22 are positive 
values. This result suggested that the test scores 
used in this study exhibited chaotic behaviors. 

４．２　�The calculation result of the correlation 

function

　Based on the calculation result of the correlational 
function (See Table 3), we identified that the 85% 

Table 2．The Largest Lyapunov Exponent

Table 3．Correlation Function Values

2929



of the language test scores demonstrated chaotic 
behaviors.

５．Comparison of the simulation results

　Considering the calculation results of the 
largest Lyapunov exponents (See Table 3) and 
the correlational function (Table 1), we confirmed 
that the data in Table 1 exhibits chaotic behaviors. 
Accordingly, we simulated the two prediction 
methods: the BP method for a neural network and 
the BP method incorporating Taken’s embedding 
theorem. Then the results were compared. 

５．１　�The result of the short-term prediction by the 

BP method

　Firstly, the result of the predicted test scores of 

Test 6 is shown in Table 4, which was calculated with 
the scores of Test 1 to 5 as input values. 
　Next, the significance of the results was analyzed 
by single regression analysis on the measured and 
predicted values. 
　Figure 6 shows the correlation coefficient between 
the measured and the predicted values and the 
regression line. 
　The correlation coefficient between the measured 
and predicted values was r = 0.8196. Considering 
the common statistical criteria (limit value according 
to the number of samples) (KogoLab, 2004), a strong 
correlation was found between the measured and 
predicted values. 

Table ４．�Comparison of Test Scores between 
Predicted Values and Measurement 
Records

Table ５． �The resul t  of  the BP method 
incorporating the Taken’s embedding  
theorem
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５．２　�The result of the BP method incorporating 

Taken’s embedding theorem

　Next, the prediction result obtained from the BP 
method incorporating Taken’s embedding theorem 
is shown in Table 5. The significance of the result 
was analyzed by single regression analysis on the 
measured and predicted values.
　Figure 7 demonstrates the correlation coefficient 
between the measured and predicted values and the 
regression line. 
　The correlation coefficient between the measured 

and predicted values was r = 0.8410. Considering 
the common statistical criteria (limit value according 
to the number of samples) (KogoLab, 2004), a strong 
correlation was found between the measured and 
predicted values.
　The following are the results of the least square 
error between the measured and predicted values 
presented earlier in Table 4 and 5.
　The least square error between the measured 
and predicted values calculated by the BP method 
was 31.36. On the other hand, the least square 

Figure 6．The Result of the Short-Timer Prediction by the BP Method

Figure 7．The Result of the BP Method Incorporating the Taken’s Embedding Theorem
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error between the measured and the predicted 
values calculated by the BP method incorporating 
Taken’s embedding theorem was 19.81. Therefore, 
the prediction accuracy was higher with the BP 
method incorporating Taken’s embedding theorem. 

６．Conclusion

　In the current study, we examined whether it is 
possible to predict test scores in a short-time period 
by using the two-dimensional, chaotic time-series 
short-term prediction method. 
　By analyzing the largest Lyapunov exponent and 
the correlational function, we found that the data 
exhibited chaotic behaviors. Also, because there was 
a strong correlation between the measured and the 
predicted values, we conclude that the short-term 
prediction of the language test scores is possible 
using the two-dimensional, chaotic time-series short-
term prediction method. 
　In addition, although satisfactory results were 
gained from both methods ,  the BP method 
incorporating Taken’s embedding theorem was 
more accurate than the conventional BP method in 
prediction.

７．Future research

　A problem we need to address in future research 
is the number of samples. In this study, we used test 
scores of 28 students. However, in order to use this 
method in practice, we have to confirm if the method 
is still valid with a hundred or more students’ data.
　Furthermore, another problem from a pedagogical 
perspective is the treatment of the data which does 
not exhibit chaotic behaviors as observed in Student 
22’s data in this study. If all the test takers’ scores 
cannot be predicted, this method cannot be used in 
the actual classroom. One possible solution to this 
issue is to use an additional method to predict test 
scores, as the number of cases which do not show 
chaotic behaviors is limited.
　Also, in order to give students advice such as “You 
should study harder because the predicted score 
is low” or “Your current study method might not 

suit you,” consistency between the predicted and 
the measured values is more important than the 
prediction accuracy. We need to resolve this issue 
by improving prediction accuracy or employing an 
additional method. Therefore, future research will 
aim at finding solutions for the problems above. 
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